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Abstract

A new theoretical approach is proposed to explain dose, dose rate and temperature sensitivity of Radiation-Induced Absorption (RIA) in glasses. In this paper a $\beta^\text{th}$-order dispersive kinetic model is used to simulate the growth of the color center density in irradiated glasses. This model yields an explanation of power-law dependency on dose and dose rate usually observed for optical fiber RIA. It also leads to an Arrhenius-like relationship between RIA and glass temperature during irradiation. With a very limited number of adjustable parameters, it succeeds in explaining, with a good agreement, RIA growth of two different optical fibers references over wide ranges of dose, dose rate and temperature.
I. INTRODUCTION

Photonic systems get increasingly used within nuclear and space applications: data transfer equipments, imagers, spectrometers, dosimeters, temperature and pressure sensors, and gyroscopes. Most of these systems require glass-based devices such as optical fibers, couplers, filters, optical windows, etc. Therefore it is of considerable interest to assess the radiation sensitivity of such devices to identify which ones can reliably be used in a radiative environment. Radiation Induced Absorption (RIA) in glasses is a well known phenomenon that has been both theoretically and experimentally studied during the last decades. It results from color center generation which is due to hole and/or electron trapping by defect sites (either pre-existing in the material or radiation-induced). Usually RIA is considerably more intense towards shorter wavelengths and also strongly depends on dose-rate, temperature, and doping species. Several approaches have already been proposed to model dose and dose rate effect on RIA. However very few take into account the effect of glass temperature during the irradiation. The RIA is usually fitted by power, stretched exponential or saturating-exponential models relaying on first, second or higher-order kinetics. Another approach based on Linear and Time-Invariant (LTI) system theory has been tested on Ge doped fibers: the power law obtained from the fiber radiation impulse response fairly matches RIA growth and recovery. Basically all these models assume that two antagonist mechanisms control RIA growth: the first one related to the generation of color centers, and the second one to their annihilation (i.e. recombination). Recombination rate is usually considered as constant over time. In this study we propose to use a more general formalism based on a $\beta^{th}$-order dispersive kinetic equation including temperature effect. The term “dispersive” means that color center recombination rate can depend on time assuming that recombination mechanisms are related to diffusion limited processes. This kind of diffusion limited phenomenon is very widespread in condensed media and is often successfully described by such a dispersive kinetic
formalism. The proposed model and the underlying mathematics are described in section II. Then section III is devoted to evaluate its correctness by testing it against experimental RIA growth curves.

II. DISPERSSIVE KINETIC MODEL

The present model relies on the crude approximation that a single dominant color center is responsible for RIA. We will see later that this assumption, treated in the dispersive kinetic scheme, is sufficient to explain the power-law dependence on dose and dose rate usually observed on optical fibers RIA roughly up to 100 krads for Ge-doped silica core fibers. The proposed model assumes that electrons and holes generated during irradiation can be trapped on pre-existing defects forming the color centers responsible for the RIA. In the meantime, it is also assumed that a thermal de-trapping can occur with a time-dependent reaction rate coefficient (dispersive kinetics).

A. First-order kinetics

In a first-order dispersive kinetic scheme, it is assumed that color center density evolution obeys to

\[
\frac{dn}{dt} = gN_p \dot{D} - \frac{\alpha}{\tau^\alpha} t^{\alpha-1} n
\]

(1)

where \( n \) is the color center density, \( N_p \) the pre-existing defect density, \( \dot{D} \) the dose rate, \( \alpha \) is a number between 0 and 1, \( \tau \) is the characteristic decay time, \( t \) is the irradiation time and \( g \) is a constant. The first term on the right side of Eq. (1), \( gN_p \dot{D} \), is related to the generation of color centers while the second one, \( -\frac{\alpha}{\tau^\alpha} t^{\alpha-1} n \), corresponds to their annihilation.

To solve this equation we first perform the following variable change \( \mu = \left( \frac{t}{\tau} \right)^\alpha \).

Equation (1) becomes
\[
\frac{dn}{d\mu} = N_p \hat{D}g \frac{\mu^{1-\alpha}}{\alpha} \tau - n
\] (2)

The solution of the associated homogeneous equation is \( n = Ke^{-\mu} \) where \( K \) is an integration constant. Assuming that \( n(\mu) = K(\mu)e^{-\mu} \) is solution of Eq. (2) (constant variation method), we have

\[
\frac{dK}{d\mu} = N_p \hat{D}g \frac{\mu^{1-\alpha}}{\alpha} \tau e^{\mu}
\] (3)

By replacing \( e^{\mu} \) by its Maclaurin expansion and integrating Eq. (3), we obtain

\[
K = \frac{N_p \hat{D}g \tau}{\alpha} \sum_{i=0}^{\infty} \frac{\mu^{i+1}}{i! (i + \frac{1}{\alpha})}
\] (4)

Thus, the general solution of Eq. (1), assuming that \( n(0) = 0 \), is given by

\[
n = \frac{N_p \hat{D}g \tau}{\alpha} \sum_{i=0}^{\infty} \frac{\mu^{i+1}}{i! (i + \frac{1}{\alpha})} \left( \frac{t}{\tau} \right)^{i+1}
\] (5)

It is of interest to analyze two asymptotic limits of Eq. (5)

- when \( t \to 0 \)

\[
n = N_p \hat{D}gt
\] (6)

- when \( t \to +\infty \)

Equation (5) can be written as

\[
n = \frac{N_p \hat{D}g \tau}{\alpha} \left( \frac{t}{\tau} \right)^{1-\alpha} \sum_{i=0}^{\infty} \frac{\mu^{i+1}}{i! \left( 1 - \frac{1}{i} + \frac{1}{\alpha} \right)} \left( \frac{t}{\tau} \right)^i
\] (7)

When \( t \to +\infty \) this series converges for large values of \( i \) and the term \( 1 - \frac{1}{i} + \frac{1}{\alpha} \) becomes therefore close to 1. It results in
\[ n = \frac{N_p \beta g \tau}{\alpha} \left( \frac{t}{\tau} \right)^{1-\alpha} \left( e^{\frac{t}{\tau}} - 1 \right) = \frac{N_p \beta g \tau}{\alpha} \left( \frac{t}{\tau} \right)^{1-\alpha} \] (8)

The characteristic time for which the transition between the \( t \to 0 \) and the \( t \to +\infty \) solutions occurred is deduced by equating Eq. (6) and (8).

\[ t_c = \frac{\tau}{\alpha} \] (9)

The approximated solution of Eq. (1) is, therefore, given by

\[ n = N_p \beta g t (1 - H(t - t_c)) + \frac{N_p \beta g \tau}{\alpha} \left( \frac{t}{\tau} \right)^{1-\alpha} H(t - t_c) \] (10)

where \( H \) is the Heaviside function.

Taking into account that \( t = \frac{D}{\dot{D}} \), we have

\[ n = N_p \beta g D \left( 1 - H\left( \frac{D}{\dot{D}} - t_c \right) \right) + \frac{N_p \beta g \tau}{\alpha} \dot{D} \left( \frac{D}{\dot{D}} - t_c \right) \] (11)

**B. \( \beta \text{-order kinetics} \)**

At this stage it is necessary to generalize the approach presented in the previous section to higher-order kinetics. Indeed, as mentioned in Refs. 2, 5, 9, 19, 20, and 21, the growth of the induced absorption may follow kinetics of order greater than unity (bimolecular kinetics for instance). For \( \beta \text{-order kinetics} \), color center density evolution equation is given by

\[ \frac{dn}{dt} = gN_p \beta \dot{D} - \frac{\alpha}{\tau^\alpha} \dot{t}^{\alpha-1} n^\beta \] (12)

where the kinetic order \( \beta \) should be greater than 1.

A simple analytic solution of such a differential equation would be difficult nay impossible to achieve. However results obtained for the first-order kinetic equation can help
us to calculate an approximated solution of Eq. (12). We postulate that such an approximated solution could be written as

$$n = A t \left(1 - H(t - t_{c,\beta})\right) + B t^C H(t - t_{c,\beta})$$  \hspace{1cm} (13)

where A, B, C and $t_{c,\beta}$ are constants to be determined.

We first consider the case $t < t_{c,\beta}$. Using (12) and (13), we have

$$A = g N_p \dot{D} - \frac{\alpha}{\tau^\alpha} t^{\alpha-1+\beta} A^\beta$$ \hspace{1cm} (14)

Accounting for the variation ranges of $\alpha$ (between 0 and 1) and $\beta$ (greater than 1), we obtain $\alpha - 1 + \beta > 0$. This means that the term $\frac{\alpha}{\tau^\alpha} t^{\alpha-1+\beta} A^\beta \to 0$ when $t \to 0$. Thus, according to Eq. (14) the $A$ coefficient should be equal to $g N_p \dot{D}$.

Considering now the case $t > t_{c,\beta}$, using (12) and (13) we have

$$B C t^{C-1} = g N_p \dot{D} - \frac{\alpha}{\tau^\alpha} t^{\alpha-1+\beta} B^\beta$$ \hspace{1cm} (15)

If $C - 1 < 0$ then the left-end term of (15) tends to zero when $t \to +\infty$. Taking into account that (15) should be verified whatever $t$ is (provided that $t$ is large enough), we should have $\alpha - 1 + \beta C = 0$ and thus $C = \frac{1 - \alpha}{\beta}$. It is worth to notice that this value ensures the condition $C - 1 < 0$. Coming back to (15), we have $B = \left(\frac{g N_p \dot{D}}{\alpha}\right)^{\frac{1}{\beta}} \frac{\alpha}{\tau^\beta}$.

The approximated solution of Eq. (12) is therefore given by
\[ n = gN_p \frac{\dot{D}t}{\alpha} \left( 1 - H(t - t_{c,\beta}) \right) + \left( g \frac{N_p \frac{\dot{D}}{g} }{\alpha} \right)^{\frac{1}{\beta}} \alpha^{\frac{1-\alpha}{\beta}} H \left( t - t_{c,\beta} \right) \]  

(16)

Considering Eq. (16), it is trivial to determine \( t_{c,\beta} \). We have

\[ t_{c,\beta} = \left[ (gN_p \frac{\dot{D}}{\alpha})^{\beta - 1} \frac{1}{\alpha^{\beta}} \left( \frac{1}{\tau} \right)^{\beta} \right]^{\frac{1}{1 - \alpha - \beta}} \]  

(17)

Replacing \( t \) by \( \frac{D}{\dot{D}} \) in (16) we obtain

\[ n = gN_p D \left( 1 - H \left( \frac{D}{\dot{D}} - t_{c,\beta} \right) \right) + \left( gN_p \frac{\dot{D}}{\alpha} \right)^{\frac{1}{\beta}} \alpha^{\frac{1-\alpha}{\beta}} D^{\frac{1}{\beta}} \left( \frac{D}{\dot{D}} - t_{c,\beta} \right) H \]  

(18)

One can verify that Eq. (18) is equal to Eq. (11) if \( \beta = 1 \).

To check the validity of Eq. (16) as an approximated solution of (12), results obtained by solving numerically Eq. (12) were compared to results obtained with the analytic relationship (16). Figure 1 illustrates this comparison that was performed for two sets of parameters \( gN_p \dot{D}, \tau, \alpha \) and \( \beta \). We observe an excellent agreement between numerical and analytic solutions that proves the correctness of our approach.

At this stage it is important to note that Eq. (18) differs substantially from the RIA growth models already published by Griscom \(^5\) for first- and second-order kinetics. Although the dispersive formalism was also used by Griscom, the power-law limits proposed by the author for first- and second-order growth kinetics is found to be equal to \( N_p (gD)^{\alpha} \) when using our notations. This last equation appears to be independent of dose rate in contradiction with experiment. This is the reason why the author empirically modified his model by postulating that the \( g \) coefficient is dose rate dependent. Equation (18) clearly shows that this
assumption is not necessary since the solution proposed in the present work is naturally dependent on dose rate.

C. Effect of the temperature

The characteristic decay time in Eqs. (1) and (2) is related to the activation energy $E_a$ associated to color center recombination mechanism according to\textsuperscript{25}

$$\frac{1}{\tau} = \nu e^{-\frac{E_a}{k_B T}} \tag{19}$$

where $\nu$ is a frequency factor, $k_B$ the Boltzmann constant and $T$ the absolute temperature.

By inserting the last equation in Eq. (18) we find

$$n = gN_p D \left(1 - H \left(\frac{D}{D_{t_c,\beta}}\right)\right) + \left(\frac{gN_p}{\alpha} \right)^{-\frac{1-\alpha}{\beta}} \nu e^{\frac{E_a}{k_B T}} D^\alpha D^{-\frac{1-\alpha}{\beta}} H \left(\frac{D}{D_{t_c,\beta}}\right) \tag{20}$$

III. MODEL ASSESMENT

In this section the second term of Eq. (20) is used to fit experimental RIA growth curves (this supposes that $\frac{D}{D_{t_c,\beta}} > t_{c,\beta}$). Assuming that the RIA, $A$, is proportional to color center density, one obtains

$$A = C e^{\frac{E_a}{k_B T}} D^\alpha D^{-\frac{1-\alpha}{\beta}} \tag{21}$$

where $C$ is a constant.

It is worth to notice that Eq. (21) has a mathematical form which is very convenient for fitting experimental data. It also facilitates growth result extrapolation to doses, dose rates and even temperatures outside the ones employed in the experiment.

To test the accuracy of the model we first used experimental data previously published by Griscom et al.\textsuperscript{2} on a Ge-doped-silica-core optical fiber. Figures 2 (a) and (b) show the growth of the $\gamma$-ray-induced losses in Spectran SG320R multimode fibers characterized at 1310 nm for various dose-rates and temperatures. In these figures we have also reported least
squares fitting results used to determine (from Eq. (21)) the model adjustable parameters (i.e. \( C, \alpha, \beta \) and \( E_a \)). We observe a good agreement between adjusted and experimental data for the following values \( C = 1.3 \times 10^{-6}, \alpha = 0.1, \beta = 1.3 \) and \( E_a = 2.8 \) eV. Quite similar activation energy values have been noticed from GeO2 irradiated glasses\(^{26,27}\).

A second set of data has also been analyzed. It comes from results of \( \gamma \)-ray irradiations carried out on several samples of Ge-doped single mode fiber provided by Draka. Figure 3 shows the RIA measured at 1310 nm for various dose rates. Irradiations were performed at room temperature. Data with the two lowest dose rates come from the present study, the other ones were already published by Wijnands et al.\(^{13}\). The adjusted parameters are \( C = 0.7, \alpha = 0.41 \) and \( \beta = 1 \). We observe an excellent agreement up to 100 krads. Above this value, a saturation occurs and cannot be described by such a simple power-law model. This saturating behavior could possibly be modeled by summing the contribution of several individual color centers whose evolution law is given by Eq. (20). This approach was already proposed by Griscom et al.\(^2\) for simple saturating exponentials. However, as discussed below, this approach leads to other difficulties.

To assess the possibility to use the model to extrapolate the RIA outside the domain covered by experiments, we have voluntarily limited the set of experimental data used for least-square fitting to the four highest dose rates. Having done that, the model was used to predict the RIA for the two lowest dose rates at a total dose of 480 rads. Results are shown in Fig. (4). Here again we observe a very good agreement between predicted values and experimental ones.

It is clear that the present model is somewhat simplistic in a number of ways. For instance, its does not account for the fact that several color center populations can contribute to the optical losses measured at a given wavelength. However deconstructions of power-law growth curves into a summation of several color center contributions, as proposed by Griscom et al.\(^2\), are difficult to manage especially when temperature effect has to be considered. When
using this kind of deconstruction methodology several hypotheses have to be made implicitly. For instance, the number of color center populations has to be fixed arbitrarily as well as the values of the color center production rate constants for the different populations. To be easily used, a model including more physical effects necessarily includes either more *ad hoc* hypothesis or more adjustable parameters. As mentioned by Williams et al. care must be taken to ensure that improved agreement with experimental data is not simply a result of more free parameters in the model. The approach presented in this paper seems to be a reasonable compromise (at least under 100 krad) between physics and a practical use of the model.

IV. CONCLUSION

General solutions have been proposed to describe the growth of the RIA in glasses as a function of dose, dose rate and temperature. This model relies on the hypothesis that a single dominant color center is responsible for the measured RIA. We demonstrated that this assumption, treated in the dispersive kinetic scheme, is sufficient to explain the power-laws dependency on dose and dose rate usually observed on optical fibers RIA. The model leads to a very simple relationship between dose, dose rate and temperature making it very convenient to use for data fitting and extrapolation purposes. We have then verified the consistency of the model with experimental data obtained on two references of optical fiber over wide ranges of dose, dose rate and temperature.
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Figures Captions

FIG. 1 : Comparison of numerical and analytic solutions of Eq. (12).

FIG. 2 : Growth of the induced loss at various dose rates (a) and temperatures (b) (from Griscom et al.\(^2\)), together with power-law fits based on Eq. (21).

FIG. 3 : Growth of the induced loss at various dose rate and associated power-law fits based on Eq. (21). Irradiations were carried out at room temperature. The data for the two lowest dose rates are from the present study, the other ones are from Wijnands et al.\(^13\). The induced loss is characterized at 1310 nm.

FIG. 4 : Experimental, fitted and extrapolated induced loss measured at 480 rads as a function of dose rate. The induced loss is characterized at 1310 nm.
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